Considering semi-crystallinity in molecular simulations of mechanical polymer properties – using nanoindentation of polyethylene as an example
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Abstract

Molecular dynamic (MD) simulations have been used to investigate the response of semi-crystalline polymers in nanoindentation tests, using polyethylene (PE) as an example. To that purpose, semi-crystalline simulation boxes of linear PE with various chain lengths up to C2000 were created by homogeneous nucleation during the non-isothermal cooling of melts. The final crystallinity depended on the chain length and the cooling rate used and could be estimated using various parameters like density, fraction of bonds in trans conformation, and energy terms. The simulation boxes were transferred into surface models and subjected to nanoindentation tests using non equilibrium MD. This allowed the deformation behaviour of the material to be analysed directly. Strong dependencies on the crystallinity of the PE were found, which underlines the importance of considering crystallinity when investigating the mechanical properties of semi-crystalline polymers by means of simulations.
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1. Introduction

Molecular dynamics (MD) simulations have been widely used to analyse the mechanical properties and stress strain behaviour of polyethylene (PE) in uniaxial tensile tests (e.g., Higushi, 2019; Higuchi & Kubo, 2017; Hossain et al., 2010; Kim et al., 2014; Le, 2020; Monasse et al., 2008; Moyassari et al., 2019a, 2019b). From these simulations, Young’s modulus or yield stresses have been calculated. The origin of yield point, strain softening, and strain hardening has been related to chain reordering, and the fracture behaviour has been analysed for systems of different sizes and compositions. Semi-crystallinity, as well as viscoelasticity and temperatures below and above glass transition, were concerned in such studies. However, to date simulations of nanoindentation tests with PE have been rare, and none have concerned with the semi-crystallinity of the PE.

Experimental nanoindentation tests are a useful means of determining the mechanical properties of surfaces in high spatial resolution. They are especially important when surface properties differ significantly from bulk properties, as is the case of coatings (e.g., PE on paper or textiles). Compared to the tensile test, the acting forces are very small, affecting only marginal volumes of the sample. Therefore, nanoindentation tests are the ideal method for analysing coatings, layered materials, individual grains, property gradients, or multiphase and composite systems. However, while indentation at the macroscopic and microscopic level is well understood, at the nanoscopic level there are still many open questions. This is especially true for polymers because of their viscoelastic properties (Christöfl et al., 2021; VanLandingham et al., 2001). That is why understanding nanoindentation of polymers at the atomistic level is crucial for the reliable and correct
determination and interpretation of measurement data. For this purpose, MD simulations can be useful, as has been proven in the case of metals (Ruestes et al., 2017; Voyiadjis & Yaghoobi, 2017). Gibson (2014) reviewed experimental and simulation research of nanoindentation of polymers and stated that there were numerous atomistic simulation studies concerning metals and ceramics, but that molecular dynamic or multiscale simulations with polymers were rare. The situation has not changed much since then.

For polymers, PE is often used as a model substance within experiments or simulations because of its chemical simplicity, high production level, and the availability of material models (Ramos et al., 2018). Furthermore, for PE as the most common plastic in the world (Poly(ethene)..., 2017), there is great interest in understanding and predicting material properties and behaviour during processing and use. But, as for a semi-crystalline material with a glass transition temperature far beneath the operating temperature macroscopic simulations to that purpose are not quite simple. Due to the viscoelasticity, the mechanical response of the material is time and velocity dependent. Adhesion forces may lead to material deformation due to the low hardness of the polymer. Furthermore, different branching of the polymer chains leads to varying crystallinity between 50% and 90%, which strongly affects all mechanical properties of the PE (e.g., Rozanski & Galeski, 2013; Xu et al., 2016). Despite intensive research, many questions remain open concerning the origin and modelling of the mechanical properties of PE. It is even more problematic in terms of surface properties, as they are important for every kind of contact phenomena such as friction, adhesion, liability, and wear.

Molecular dynamics (MD) simulations can help to improve understanding of the underlying processes at the surfaces on the atomistic scale. In this way, they help to interpret experimental data and allow to develop macroscopic material models to predict the materials behaviour during processing and use. Especially, the simulation of nanoindentation tests are suitable to understand deformation behaviour and contact formation at the surface. Yashiro et al. (2006) simulated nanoindentation with a spherical indenter using an amorphous as well as an idealized, fold-chain crystalline polymeric model and highlighted the role of entropy during deformation. Hu et al. (2011, 2013) analysed the origin of greater values of Young’s modulus and hardness in filled compared to pure PE as well as the influence of indenter shape on the mechanical properties obtained. Peng and Zeng (2017) derived an empirical hardness model for PE from molecular dynamic simulations. Meguid et al. (2018) investigated the contact behaviour of multilayered graphene-reinforced PE composite systems. To date, semi-crystallinity, which decisively determines the mechanical properties, especially above the glass transition temperature, has not been taken into account in MD simulation studies on nanoindentation.

PE forms crystalline lamellae, which are arranged in a dendritic superstructure of some micrometres in size. To consider the whole structure is beyond the possibilities of atomistic simulations. In order to analyse semi-crystalline PE by MD simulations (e.g., for tensile tests), it is common practice to focus on single structure motives. For example, various authors start from a PE single crystal and introduce an amorphous, interlamellar phase by breaking some bonds and melting the inner part of the crystal with the help of Monte Carlo techniques while fixing the outer parts of the simulations box (e.g., Kim et al., 2014; Kumar et al., 2017; Lee & Rutledge, 2011; Monasse et al., 2008; Yeh et al., 2015, 2017). In this way, a layered, periodic system is created that can be exposed to different loads for the simulation. This procedure is fast and allows to adjust the content of loops, ties, and tailed molecules. But the boxes are anisotropic, which means that directionality has to be considered. The amorphous layer thickness is relatively large, and many aspects of the influence of the structure are neglected by considering only a small part of the structure. This procedure is especially suited to analyse the behaviour of amorphous interlayers. Alternatively, semi-crystalline simulation boxes can be obtained by homogeneous nucleation from the melt, but this procedure is rarely used, probably because of the high computational cost. Considerable work has focused on the crystallization behaviour of PE as a model substance for semi-crystalline polymers. But even these studies often only examine single molecules (e.g., Abu-Shark & Hussein, 2002; Doran & Choi, 2001; Gao et al., 2016; Liao & Jin, 1999; Ramos & Martinez-Salazar, 2011; Ramos et al., 2018; Sannmartin et al., 2012). There are only a few papers on nucleation and crystallization from the melt (Anwar & Schilling, 2015; Laccevic et al., 2008; Sanmartin et al., 2014; Wang et al., 2021) and high undercooling, coarse-graining techniques (Hall et al., 2020), preoriented melts (Ko et al., 2004), external forces (Lavine et al., 2003) or heterogeneous nucleation (Verho et al., 2018) are used to accelerate nucleation.

Higuchi & Kubo (2017) and Higushi (2019) created a multilayer, semi-crystalline model by crystallization from the melt with external forces and used it for the analysis of stress-strain behaviour. Moyassari et al. (2019a, 2019b) reported coarse-grained simulations of tensile tests with semi-crystalline PE blends, obtained by homogeneous nucleation. But although challenging in terms of computational time, homogeneous nucleation has some distinct advantages. Due to the number and random orientation of the crystallites the simulation boxes are isotropic. This eliminates the need to consider directionality. Interaction between different phases can be addressed in a better way. Despite the small size of the crystallites and the
lack of dendritic superstructure, polycrystalline systems provide good agreement with the experiment, showing that it is not the spherulitic structure but the lamellae on a smaller length scale that determine the deformation behaviour (Jabbari-Faro et al., 2015). Therefore, the aim of this paper is to describe how semi-crystalline simulation boxes of PE can be specifically prepared and characterised to investigate the mechanical and surface properties of PE at the atomic level and how semi-crystallinity affects the materials response in nanoindentation tests.

2. Materials and methods

2.1. Simulation procedure

For this research, molecular dynamics simulations (MD) were carried out. During MD simulations, the material is described at the atomic scale by the positions and properties of the atoms building it up. Via potential functions and force field parameters, the interaction energies and forces between the atoms are calculated. By integration of Newton’s equation of motion and solving it for an infinitesimally small time step the change of the atomic positions due to the acting forces can be obtained. The dynamic evolution of the system can be assessed by an alternating process of calculating forces and positions over many time steps. Because of the tendency to minimize energy, the system will eventually evolve to equilibrium. By applying additional external forces processes can be simulated (NEMD, non equilibrium MD). The material properties can be obtained from atomic positions, velocities, forces, distributions, and movements by means of statistical thermodynamics. The principles are well established and described in more detail elsewhere (Allen & Tildesley, 1987; Frenkel & Smit, 2001; Hill, 1987). The method is being further developed and used in various material areas (Hollingsworth & Dror, 2018; Lazim et al., 2020; Zhang et al., 2016).

MD simulations were performed using the GROMACS software package (Abraham et al. 2015; Berendsen et al., 1995; Gromacs 2020), running on NVIDIA Quadro P2000 graphic cards. The leap-frog-algorithm (Hockney et al., 1974) was used together with a time step of 3 fs to integrate the equation of motion. Equilibration simulations were performed with a smaller time step of 1 fs. Three-dimensional periodic boundary conditions were applied to simulate condensed material. Nonbonded interactions were cut off at 1 nm with the Verlet algorithm for neighbour searching (Páll & Hess, 2013). The temperature was controlled with the velocity-rescaling thermostat (Bussi et al., 2007), and pressure control to 1 bar was done with an anisotropic Berendsen barostat (Berendsen et al., 1984).

2.2. Polyethylene chains

For this work, linear, unbranched polyethylene (PE) chains with different chain lengths between 40 and 2000 carbon atoms were used. Interaction energies were calculated with the GROMOS 53a6 force field (Daura et al., 1998; Oostenbrink et al., 2004; Schuler et al., 2001), a united atom force field for hydrocarbons and biomolecules. In this force field, CH-groups are treated as units, which saves computation time by reducing the number of particles and allowing a larger time step to be used. The applied potential functions and force field parameters can be found in Table 1.

<table>
<thead>
<tr>
<th>Interaction potential</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total potential energy</td>
<td>m(CH₂) = 15.035 g/mol</td>
</tr>
<tr>
<td></td>
<td>m(CH₃) = 14.027 g/mol</td>
</tr>
<tr>
<td>Fourth power bond potential</td>
<td>$b = 0.153$ nm</td>
</tr>
<tr>
<td></td>
<td>$k^b = 7.15 \times 10^6$ kJ/(mol·nm²)</td>
</tr>
<tr>
<td>Cosine based angle potential</td>
<td>$\theta^0 = 111^\circ$</td>
</tr>
<tr>
<td></td>
<td>$k^\phi = 530$ kJ/mol</td>
</tr>
<tr>
<td>Periodic dihedral potential</td>
<td>$\phi^0 = 0^\circ$, $n = 3$</td>
</tr>
<tr>
<td></td>
<td>$k^\phi = 5.92$ kJ/mol</td>
</tr>
<tr>
<td>Lennard Jones potential</td>
<td>C_CCH^{(6)} = 0.0074684164 kJ/(mol·nm⁶)</td>
</tr>
<tr>
<td></td>
<td>C_CCH^{(12)} = 3.3965584 \times 10^{-5}$ kJ/(mol·nm^{12})</td>
</tr>
<tr>
<td></td>
<td>C_CCH^{(6)} = 0.0096138025 kJ/(mol·nm⁶)</td>
</tr>
<tr>
<td></td>
<td>C_CCH^{(12)} = 2.6646244 \times 10^{-5}$ kJ/(mol·nm^{12})</td>
</tr>
</tbody>
</table>
PE chains were generated in an idealized, totally stretched form. All kinds of simulation models were then created as described below. For comparison reasons also theoretical models of fully crystalline and fully amorphous PE were built.

2.3. Procedure for preparation of bulk simulation boxes

The simulation boxes were created in a multi-stage process. Starting from one ideal, totally stretched PE chain a fully crystalline, dense-packed system was generated. By melting the crystalline system and cooling the melt with different cooling rates amorphous and semi-crystalline simulation boxes were obtained. The procedure is drawn schematically in Figure 1 and explained in detail below.

To generate crystalline simulation boxes, a certain number of identical PE chains in all-trans configuration were densely packed in parallel with the gmx genbox tool of the GROMACS package. The size of the simulation box was precalculated to achieve a volume corresponding to a mass density of 1000 kg/m³. Chains were regularly packed perpendicular to chain direction but with random variation of position in chain direction to avoid predetermined breaking points. The simulation boxes were minimized and then equilibrated in the isothermal-isobaric ensemble (NpT) for 3 ns to obtain purely hypothetical models of a fully crystalline PE. On the one hand, these models were used as starting point for the preparation of all other models. On the other hand, they also served as comparative states for the evaluation of the calculated properties. The different systems are listed in Table 2.

In the next step, the crystalline models were melted with the help of simulated annealing. In this procedure, the reference temperature of the thermostat was continuously changed during the simulation, while an anisotropic barostat was used for pressure coupling. The crystalline model was heated above the melting point to provide the chains with energy and allow them to move, mix, entangle and take their coiled form. Different temperature profiles were tested to achieve satisfying results while saving simulation time. It was found that heating can be done in a very fast way without disadvantages (e.g., 300 ps). Since the chains were not allowed to break during the simulation, temperatures far above the melting temperature (e.g., 1000 K) could be used to accelerate mixing. For even higher temperatures, the time step had to be reduced to avoid crashes of the simulation and no further benefits were gained.

Fig. 1. Schematic overview of the model preparation procedure; only parts of the simulation boxes are shown for clarity

Table 2. Considered PE systems

<table>
<thead>
<tr>
<th>Designation</th>
<th>Chain length [Carbon atoms]</th>
<th>Molecular weight [g/mol]</th>
<th>Number of chains</th>
</tr>
</thead>
<tbody>
<tr>
<td>C40</td>
<td>40</td>
<td>567.58</td>
<td>7200</td>
</tr>
<tr>
<td>C80</td>
<td>80</td>
<td>1133.15</td>
<td>3600</td>
</tr>
<tr>
<td>C160</td>
<td>160</td>
<td>2264.29</td>
<td>1800</td>
</tr>
<tr>
<td>C200</td>
<td>200</td>
<td>2829.86</td>
<td>1500</td>
</tr>
<tr>
<td>C400</td>
<td>400</td>
<td>5657.70</td>
<td>1000</td>
</tr>
<tr>
<td>C2000</td>
<td>2000</td>
<td>28280.45</td>
<td>225</td>
</tr>
</tbody>
</table>
The longer the chains, the more time was needed to get a proper mixed system without preferred orientation. To control the melting state, changes in the radius of gyration, $R_g$, were monitored. Starting from the crystalline state the initial $R_g$ was very large perpendicular to the chain direction and extremely small in the chain direction, which is altered during melting. In the final state of isotropic melt without preferred orientation the average components of $R_g$ were equal in all three dimensions. This is shown in Figure 1 for the example of a fast equilibrating C40 system, where the proper melted state was already reached after 100 ps at 1000 K. The C160 system was only equilibrated after 2 ns and the C2000 system even needed 40 ns to reach a sufficient melting state. Thus, this method is not the fastest one to prepare an amorphous state. That is why, usually another and faster method is used (e.g., Le, 2020). There, single amorphous molecules are built by a random walk procedure with Monte Carlo methods. These molecules are put together in a simulation box with very low density (in the order of one third of the real system) and then equilibrated in a multi-stage process. Nevertheless, the method used here has some advantages. It is less complex, and due to the use of densely packed systems from the beginning, the proper use of barostats is possible. In addition, the method guarantees the real mixing and entanglement of the different chains, what is more difficult to achieve starting from coiled chains.

Starting from the proper melted state, the systems were cooled, again using a simulated annealing procedure under anisotropic pressure coupling. Different temperature profiles and cooling rates were tested to get models with different crystalline fractions and reduce simulation time. The exact procedures are discussed together with the obtained results in section 3.

To distinguish atoms in crystalline state from those in an amorphous state, an order parameter was used (Fig. 3). For every carbon atom $i$ in the simulation box the orientation of the chain vector $r_i$ between the atoms $i-2$ and $i+2$ in the same chain was calculated. For crystalline phases, this vector should be parallel to the corresponding chain vectors of the surrounding atoms. As order parameter, called AOP in the following, the cosine of vector $r_i$ and a surrounding vector $r_j$ averaged over all nearest neighbour atoms within a distance of 0.65 nm from the central atom $i$, was calculated. From the distribution of the AOP value for all atoms in a crystalline system, a cut-off limit for AOP of 0.9 was set.

In semi-crystalline systems every united atom $i$ with AOP $> 0.9$ was classified as crystalline and crystallinity, $c$, was taken as the proportion of crystalline united atoms in the overall system. This procedure is not identical but very similar to procedures used by others (Lee & Rutledge, 2011).

\[
OP_{ij} = \cos \left( \frac{r_i \cdot r_j}{|r_i| \cdot |r_j|} \right)
\]

\[
AOP(i) = \frac{1}{N} \sum_{j=1}^{N} OP_{ij}
\]
2.4. Nanoindentation tests

From the different periodic bulk simulation boxes, surface boxes were obtained by stacking enough boxes together to form a model with at least 50 nm length in every direction. In order to form a surface and still be able to use the faster computational routines for 3D periodic systems, a vacuum slice of 150 nm was introduced by enlarging the simulation box in z-direction without changing atomic positions. The vacuum slice is large enough to avoid interactions between the periodic PE slices, so that periodicity in z-direction does not affect the surface. The simulation boxes were equilibrated to allow recombination at the freshly cleaved surface. The time which was necessary for equilibration varied again with chain length between 100 ps and 3 ns. The obtained surfaces were nearly flat for the amorphous and crystalline systems but showed distinct roughness for the semi-crystalline systems formed by the crystallites, which remained crystalline during the recombination process.

Since typical nanoindentation tests with Berkovich or Vickers indenter suffer from distinct size effects (Han et al., 2016) non-deformable indenters with a spherical tip were used in this work. A conical indenter with an opening angle of 25° was taken as the basic shape, and the tip was rounded with different radii of curvature. Regularly spaced positions on the outer surface of the tip were calculated mathematically and filled with atoms. These atoms had no interactions but fixed distances to each other to make the indenter non-deformable. Interactions between atoms of the indenter and the PE were chosen to be the same as between PE atoms.

The indenter was placed above the PE surface with at least 3 nm distance to the nearest surface atom (Fig. 4). The lowest atoms of the PE layer model were fixed in space to prevent movement of the entire model when external forces were applied. Starting from this state, two types of simulations were performed: distance controlled and force controlled indentation. For distance controlled indentation simulations the tip was moved a very small and defined distance towards the surface in z-direction at each time step by means of the “slow growth” mechanism in GROMACS. For the force controlled indentation tests, the indenter was moved towards the surface by a constant pulling force realized by the GROMACS “pull code”. In both cases, the indenter was the controlled element and could not be used for force assessment. Instead, the forces in z-direction were calculated from the sum of all forces in z-direction acting on the PE atoms.

Fig. 4. Indentation tip with a radius of curvature of 8 nm above a semi-crystalline PE surface

3. Results and discussion

3.1. Semi-crystalline simulation boxes

In a first simulation run, the C160 melt was cooled from 600 K to 300 K within 900 ns, which means a cooling time of 3 ns/K or a cooling rate of 0.33 K/ns. The density of the system linearly increased with the decreasing temperature down to about 350 K. With further cooling a distinct deviation from linearity began (Fig. 5a) due to the formation and growth of small nuclei. The crystalline fraction increased and showed a linear relationship to the deviation of the density from linearity (Fig. 5b). At 300 K a crystalline fraction of 21% was reached, which remained stable during further simulations at a constant temperature.

As the simulation time was very long, an attempt was made to develop a more effective temperature program. Since crystallization only began below 350 K, the first cooling step was accelerated. The most effective procedure turned out to be rapid cooling to 350 K within 1 ns and subsequent slow cooling to 300 K with 3 ns/K. The crystalline fraction obtained was similar at 16%, but the simulation time could be significantly reduced from 900 ns to 150 ns. From Figure 6a it can be seen that the density was lower for the fast simulation compared to the slow simulation at temperatures above 350 K since the system was lagging behind equilibrium due to the high cooling rate. But, with slowing down the cooling the system reached a similar state as during the slow simulation and developed in an equal way. Deviations of the final density and the crystalline fraction were within typical ranges of multiple simulations.
The final crystallinity depended on the chain length and the cooling rate (Fig. 6). For all simulations, fast cooling down to 350 K was used, and only the cooling rate in the lower temperature range was varied. For a system with a given chain length crystalline fraction increased approximately linear with increasing cooling time but then reached a plateau, which was higher for shorter chains. For C2000 chains, 50% seems to be a maximum value for crystallinity. Not even the introduction of additional isothermal phases at the crystallization temperature could further increase the crystalline fraction. But this value is often achieved as maximum crystallinity with homogeneous nucleation for PE, regardless of whether individual chains or whole melts were considered (Gao et al., 2016; Hu et al., 2018; Moyassari et al., 2019a). Higher crystalline fractions are only obtained by the use of external forces, which also leads to a preferred chain orientation.

Fig. 5. Crystallization process of a C160 system: a) development of the density during cooling of the melt; b) deviation of the density from amorphous one depending on the current crystalline fraction

Fig. 6. Rate dependence of crystallization: a) development of the density for rapid cooling down to 350 K compared to the slow cooling from figure 4a; b) chain length dependence of the obtained crystalline fraction using the same cooling rate; c), d) cooling rate dependence of the crystalline fraction for the C160 and the C2000 system, respectively
The crystallization process in the form of successive snapshots of the simulation box is shown in Figure 7. Crystalline CH$_2$-groups are coloured blue and amorphous ones grey. For a better representation of the spatial distribution perspective views of the final simulation boxes obtained with different cooling rates can be found in Figure 8. The crystallites vary in size and orientation, and the simulation boxes appear isotropic.

In Figure 9 selected single chains from the semi-crystalline simulation boxes with different chain length are shown, each one coloured differently for differentiation. Within the C40 system, the crystallites are formed by fully stretched and perfectly aligned chains, whose head groups determine the boundaries of the crystallites. Between the crystallites there are single disordered chains, forming the amorphous interlayer. Almost no ties, loops, or partly crystalline molecules can be found. The C80 system already contains a few chains that are back folded or belong to two neighbouring crystallites. Systems with even longer chains form many kinks and ties, and chains are usually involved in several crystallites and amorphous interlayers.

![Fig. 7. Cross-section snapshots from the crystallization process of the C2000 system at different temperatures showing the nucleation and growth of crystallites (blue)](image)

![Fig. 8. Semi-crystalline simulation boxes with different crystallinity $c$ and cooling rates in parenthesis; perspective view, simulation boxes are outlined in orange, crystalline monomers are shown as blue van der Waals-spheres, amorphous monomers as grey dots for better visibility of spatial distribution](image)

![Fig. 9. Selected single chains from semi-crystalline simulation boxes with different chain lengths. Each chain is coloured differently for better differentiation](image)
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Even though the cooling rates used were very small and challenging for MD simulations, they were still orders of magnitude higher than during industrial crystallization processes. This is the reason why crystallites of industrial PE are much larger, which is accompanied by a more ordered structure and the formation of a dendritic superstructure. The cooling rate dependency is less pronounced, and crystallinity is almost exclusively determined by the branching of the molecules. Nevertheless, the simulated structures already show essential features of real semi-crystalline morphologies and are therefore better suited to study the influence of semi-crystallinity on mechanical properties and behaviour than the layered systems typically used to analyse the amorphous interphase (e.g., Kumar et al., 2017; Yeh et al., 2017). Using high cooling rates allows the creation of simulation boxes with different crystallinity from the same type of molecule, which is not quite simple in experiments. In this way, simulations can be used to distinguish between effects that originate from the crystallinity of the system and those that are caused by branching or chain length distribution. Adjusting the cooling rate allows targeted creation of simulation boxes, where the crystallinity can be controlled to an accuracy of a few percent.

The automated identification of crystallites from simulation snapshots or trajectories is quite challenging. Lee and Rutledge (2011) reviewed some methods to distinguish crystalline from amorphous atoms, but these are computationally expensive similar to the method used in this work. For a fast and easy way to determine the crystallinity of the system relationships between some physico-chemical system properties and the crystallinity can be exploited.

The most commonly used relation concerns the density of the system. Experimental data reveal a linear correlation between crystallinity and density. This could also be shown for simulations (Fig. 10a). If the chain length dependency (Fig. 10b) is also taken into account using the Fox–Flory equation (Fox & Flory, 1954), the density $\rho$ of any system of linear chains with chain length $N$ and crystallinity $c$ can be calculated and vice versa:

$$\rho = \left[ \rho^0_s - \frac{k^0}{N} \right] \cdot (1-c) + \left[ \rho^1_s - \frac{k^1}{N} \right] \cdot c \quad (1)$$

Here, $\rho^0_s$ and $k^0$ are the fitting parameters of the Fox–Flory equation for the amorphous system (superscript 0) and the crystalline system (superscript 1), respectively. The values for the GROMOS force field and a temperature of 300 K were obtained by the fit procedure in Figure 10b as follows: $\rho^0_s = 859.6 \text{ kg/m}^3$, $k^0 = 1236.3$, $\rho^1_s = 980.8 \text{ kg/m}^3$ and $k^1 = 1799.4$. Using this equation, the deviation between calculated and simulated density was less than 0.5% for all obtained semi-crystalline simulation boxes. Conversely, the crystallinity of any system can now be estimated to about 2% accuracy based on the easily determined density.

A second fast and easy way to determine the crystallinity of a simulated system is the use of torsional angle distribution. A dihedral of 180° corresponds to the trans conformation, 0° to the cis conformation and 60° to the gauche conformation. A fully stretched chain is in all-trans state, coiled chains contain a certain degree of gauche angles to allow folding. Half of the symmetrical distribution is shown for different crystallinities of the C2000 system in Figure 11a. The heights of the trans and gauche peaks as well as their ratio show a distinct correlation with the crystallinity. However, the best correlation is obtained for the trans fraction, determined by integrating the normalized distribution for absolute angle values above 120°. This parameter has the great advantage to be chain length independent, as is shown in Figure 11b.
As a third possibility, different energy terms can be used to determine crystallinity, from which the Lennard–Jones energy is the most suitable and pronounced one (Fig. 12). As per monomer values, the energy terms are independent of the chain length, as in the case of the trans fraction.

### 3.2. Nanoindentation tests

With the different semi-crystalline simulation boxes, nanoindentation tests were carried out with varying values for indenter tip radius, normal force, and velocity.

Some exemplary results from the force-controlled indentation tests are shown in Figure 13a. For the crystalline system, the applied normal force of 5 nN only caused elastic deformation. Initially, there are some vibrations in the penetration depth curve originating from the settling of the indenter in connection with the force control, but then the penetration depth remains constant as expected for a crystalline system like a metal. For the amorphous system the settling vibrations are nearly completely damped, and the penetration depth increases with increasing simulation time. The behaviour of the semi-crystalline system lies in between, showing medium hardness, damping and resistance. But, while the indentation curves for different crystallinities differ strongly, the force-relaxation curves show similar characteristics (Fig. 13b). Here, the indenter was penetrated about 8 nm deep into the material by distance controlled simulations. Then, the indenter was held at a constant position while the PE was allowed to relax, and the normal force was monitored. As expected, starting and final forces increase with increasing crystallinity yet the relaxation velocity and amount are nearly the same for all considered systems.
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The determined normal forces during distance-controlled nanoindentation tests with C160 systems of different crystallinity are shown in Figure 14. In each case the tip was penetrated about 10 nm deep into the surface with a velocity of 20 m/s and then retracted. The force within the indentation part of the simulation increased in slope with increasing crystallinity as expected. For crystalline and semi-crystalline systems, deviations from linearity mark the region of plastic deformation of the crystals. During the retraction of the indenter there were distinct negative adhesion forces due to the interactions between indenter and substrate. While the work of adhesion was similar for all cases, the distribution of adhesion forces was strongly dependent on crystallinity. At high crystallinity, the PE chains are more tightly bound to the substrate, causing a comparatively sharp tear-off. In contrast, the amorphous PE chains move more easily. The maximum adhesion force is much smaller and chains cling to the indenter tip much longer. Cross-section snapshots of the simulations with colour-coded deformation of the PE are shown in Figure 15.

As can be seen from the pictures of the amorphous system in Figure 15, the surface of PE is depressed with the indentation. The penetration depth of the indenter lacks behind the travelled distance relative to the initial surface position. The volume affected by nanoindentation is symmetrical and enlarges with penetration depth. Atoms are not displaced if they are more than approximately three times of the penetration depth away from the tip. The deformation is plastic in the sense of a real displacement of the chains against each other. But, with the retraction of the indenter adhered material is lifted by adhesion, and almost no imprint remains.
Fig. 15. Cross-section snapshots of the simulation boxes from the nanoindentation tests of figure 14 with colour-coded deformation of the PE compared to the initial state. The viewing direction for the crystalline model is parallel (3rd column) and perpendicular (4th column) to the chain direction.
For small penetration depths up to 5 nm the crystalline system only exhibits elastic behaviour. Chains are bend down and slightly compressed but not moved against each other. Beyond 5 nm of penetration depth, dislocations occur and whole parts of the crystal are shifted against each other. By retraction of the indenter, a distinct imprint remains with amorphous chains at the surface. In the bottom pictures of Figure 15 the deformation of the green coloured chains is caused by lateral movement in chain direction, what is not prevented within an artificial system of fully aligned chains.

Deformation of the semi-crystalline system is strongly determined by the positions of the crystallites (Fig. 15). Crystallites beneath the indenter tip are shifted as a whole within the amorphous matrix. There may be some deformation of the crystallites shape, but the chains keep their crystalline alignment. The shifting direction depends on the position of other crystallites and the direction of the acting forces. The region that is affected by the indentation becomes strongly inhomogeneous. Due to the strong cross-linking of the single crystallites by tie molecules, the structure recovers well during retraction and only the uppermost chains deform plastically, leaving a clear remaining imprint.

When the tip approaches the surface, there are some measurable interactions attracting the tip to the surface, the so-called “snap-in” (Fig. 16a). With further approach, direct contact arises, the material has to be removed, and the forces become repulsive. This point was taken as the initial surface position. In the case of rough, semi-crystalline surfaces, especially for indenters with large tip radius, the contact between tip and surface is not uniform for small penetration depths, which leads to a non-linear increase of the force. For large penetration depths, plastic deformation may occur, but in between the force-displacement-curves exhibit linear regions. The slope of this region is referred to as contact stiffness in the following. This contact stiffness is strongly dependent on crystallinity, tip radius, and velocity (Figs. 16b and 17). No chain length dependency could be found except for very short chains (C40, C80) that exhibit distinctly lower contact stiffness due to the lack of tie molecules (compare Fig. 9).

---

**Fig. 16.** Definition of contact stiffness as slope of the linear part of the indentation curve (a) – the inset shows the “snap-in” region of the first contact between surface and tip used for determination of initial surface position; dependency of contact stiffness on tip radius for various crystallinities (b)

**Fig. 17.** Force-displacement-curves from indentation tests with different velocities for the amorphous C160 system (a), and velocity dependency of the contact stiffness for the amorphous and a semi-crystalline C160 system (b); for comparison: the contact stiffness of the crystalline C160 system (not shown) has constant values of around 25 nN/nm
4. Conclusions

In this paper it was shown how semi-crystalline simulation boxes of polyethylene, suited for the investigation of mechanical properties by MD simulations can be created in a targeted manner by nucleation from the melt. Extensive melting prior to the crystallization guarantees good mixing, inter chain contact and entanglement of the PE chains in the melt. In turn, this leads to high cross-linking of the formed crystallites since every PE chain is involved in several crystallites. The chain length and cooling rate are the main parameters that affect the obtained crystalline fraction using non-isothermal crystallization simulations of linear PE chains. Various parameters were presented by which the crystallinity of the system can be estimated both rapidly and easily. The semi-crystalline simulation boxes contain a multitude of crystallites of randomly distributed sizes and orientations. The boxes are nearly isotropic and reflect the main features of a semi-crystalline polymeric structure.

The semi-crystalline simulation boxes were transformed into semi-crystalline surface models and subjected to nanoindentation tests. The mechanical response of the simulated PE was determined by the crystallinity as it is expected from experiments. The simulations further reveal the time and rate dependence typical for viscoelastic materials. The usage of such semi-crystalline simulation boxes now permits insight to be gained into materials behaviour that cannot be obtained by analysing purely amorphous or purely crystalline systems. Besides the understanding of nanoindentation and polymeric deformation behaviour, the results are also important for contact mechanics.
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