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Abstract

The paper presents a graph grammar based approach for h-adaptive finite element method and multi-frontal solver algorithm. The multi-frontal solver is used for solving systems of linear equations created by finite element method. The multi-frontal solver is controlled by so-called ordering. The quality of ordering influences hardly the solver effectiveness. In our approach, the finite element mesh is represented by means of a hypergraph and corresponding element partition tree. The finite element operations like mesh generation or h-adaptation are modeled by graph grammar production. Additionally graph grammar productions have corresponding productions for the construction of the element partition tree. The element partition trees are transformed into the ordering that controls execution of the solver algorithm. We show that the ordering resulting from our element partition tree results in better performance of the parallel solver than the state of the art nested-dissection ordering available through MUMPS interface on the class of grids refined towards singularities.
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1. INTRODUCTION

Finite element method is the most popular method of solution of several engineering problems (Demkowicz, 2006; Hughes, 2000; Pilat, 2004). The multi-frontal solver (Duff & Reid, 1983; Duff & Reid, 1984; Geng & Oden: & van de Geijn, 2006) is the state-of-the-art algorithm for LU factorization of matrices resulting from adaptive finite element computations (Demkowicz, 2006). The input to classical multi-frontal solvers like MUMPS solver (MUMPS) is the global matrix obtained by assembling element frontal matrices. The computational complexity of the multi-frontal solver algorithm depends on the quality of the constructed ordering (Liu, 1990).

The multi-frontal solver operating time is strongly dependent on the so-called ordering given on the input and specifying the manner and sequence of operations carried out on the matrix elements. The problem of finding the optimal ordering for the multi-frontal solver by exhaustive search is an NP-hard problem (Yanakakis, 1981). In (Paszyńska et al., 2015) a greedy algorithm called area and neighbors for finding of the ordering for multi-frontal solver is presented. Area and neighbors is a greedy algorithm constructing element partition
trees. The element partition tree is actually called the elimination trees in (Paszyńska et al., 2015) solver, but to avoid conflict with the elimination tree constructed from the orderings inside the classical solvers like e.g. MUMPS solver we choose the name element partition tree. The algorithm takes as the input the finite element mesh and constructs the good quality element partition tree. The algorithm for n-elements mesh starts with a forest consisting of n one node trees. Each tree corresponds to one element of a mesh. The algorithm creates element partition tree in n-1 steps. In each step it takes two trees T1 and T2 from a forest, remove them from the forest and adds new tree (newly created root with two offspring - T1, T2) to the forest. The algorithm chooses trees T1 and T2 in a greedy way in such a way, that minimizes the number of floating points operation performed by multi-frontal solver with constructed element partition tree. The algorithm is described in details in (Paszyńska et al., 2015). The element partition trees can be transformed to the orderings, as it is described in chapter 8 of the book (Paszynski, 2016).

Performed tests have shown that the multi-frontal solver algorithm with orderings resulting from the element partition tree found by area and neighbors algorithm for the grid with point and edge singularity runs faster than MUMPS with nested-dissection, PORD and AMD algorithm (Paszyńska et al., 2015). For a uniform grid the algorithm of the multi-frontal solver based on the area and neighbors algorithm is comparable with the nested dissection that has been proved to be the best on uniform grids (Paszynśka et al., 2015). The main idea presented in the paper is constructing of the quasi optimal element partition tree, similar to the trees created by the area and neighbors algorithm, during the mesh generation and refinement process. The element partition tree can be constructed step by step, by graph-grammar productions, at the same time when the mesh is refined.

The graph grammar model has been already utilized for both expressing the adaptive mesh transformations (Strug et al., 2013) and the multi-frontal solver algorithm itself (Paszynski & Shaefer, 2010). However, in our previous work we utilized CP-graph grammars, and in this paper we propose the usage of the hypergraph grammar (Słusarczyk & Paszyńska, 2012). Our extended hyper-graph grammar construct the finite element mesh and element partition trees. The trees are processed by our multi-frontal solver (Paszyńska et al., 2015) implemented in GALOIS environment (Pingali et al., 2011), that translates the element partition tree into an ordering. We compare the execution time, efficiency and speedup of our solver (Paszyńska et al., 2015) with those provided by state-of-the-art MUMPS solver (MUMPS).

The paper is organized as follows. We start from defining the hypergraph, hypergraph grammar and tree grammar. Next, the hypergraph grammar for modeling of the finite element mesh and tree grammar for modeling of the element partition trees are introduced. Finally, we send our element partition trees to the GALOIS solver (Paszyńska et al., 2015) and compare its efficiency with MUMPS solver.

2. HYPERGRAPHS AND HYPERGRAPH GRAMMAR

In the paper, the hypergraph grammar productions are used to model the mesh transformation while the tree based productions are used to create the element partition trees. The hypergraphs consist of nodes (labelled, attributed) and so-called hyperedges with sequences of source and target nodes assigned to them. For each hypergraph a sequence of external nodes is specified. The number of external nodes determines the type of graph, e.g. the hypergraph with k external nodes has the type k. An exemplary hypergraph of type 3 is presented in figure 1.

![Fig. 1. An exemplary hypergraph of type 3.](image)
**Definition 1.** An undirected attributed labelled hypergraph over label alphabet $C$ and attribute set $A$ is defined as a system $G=(V,E,t,l,at)$, where:
- $V$ is a finite set of nodes,
- $E$ is a finite set of hyperedges,
- $t:E\rightarrow V^*$ is a mapping assigning sequences of target nodes to hyperedges, where $V^*$ denotes a set of sequences of graph nodes
- $l:V\cup E\rightarrow C$ is a node and hyperedge labelling function,
- $at:V\cup E\rightarrow 2^A$ is a node and hyperedge attributing function.

Complex hypergraphs are derived from the simpler ones by so-called graph grammar productions. The productions allow for replacing hyperedges by new hypergraphs. This operation is allowed only under the assumption, that for each new hypergraph a sequence of its external nodes is specified. These nodes correspond to target nodes of a replaced hyperedge.

**Definition 2.** A hypergraph of type $k$ is a system $H=(G,ext)$, where:
- $G=(V,E,t,l,at)$ is a hypergraph over $C$ and $A$,
- $ext$ is a sequence of specified nodes of $V$, called external nodes, with $|ext|=k$.

Figure 1 presents an exemplary hypergraph of type 3 with denoted external nodes.

**Definition 3.** A hypergraph production is a pair $p=(L,R)$, where both $L$ and $R$ are hypergraphs of the same type.

To apply a production $p=(L,R)$ to a hypergraph $H$ means to replace a subhypergraph $h$ of $H$ isomorphic with $L$ by a hypergraph $R$ and replacing external nodes from graph $h$ with the corresponding external nodes of $R$.

Figure 2 presents an exemplary hypergraph production.

Figures 3 and 4 present an exemplary starting hypergraph and the graph after application of the production from figure 5.

**Definition 4.** A hypergraph grammar is a system $G=(C,P,S)$, where:
- $C$ is a finite set of nodes and edges labels,
- $P$ is a finite set of hypergraph productions of the form $p=(L,R)$, where $L$ and $R$ are hypergraphs of the same type,
- $S$ is an initial hypergraph.
3. TREE GRAMMAR

Definition 5. A tree is a finite set of one or more nodes such that
− there is a unique node called root,
− the remaining nodes are partitioned into \( m \geq 0 \) disjoint sets of trees \( T_1, T_2, \ldots, T_m \). The trees \( T_1, T_2, \ldots, T_m \) are called subtrees of \( T \).

Definition 6. A ranked alphabet is a pair \((D, r)\) where \( D \) is a finite label alphabet and the rank \( r \) is defined as \( r \leq D \times N \). The rank of a node defines the number of its direct offspring.

4. GRAPH GRAMMAR AND TREE GRAMMAR FOR H-ADAPTIVE FINITE ELEMENT METHOD WITH CONSTRUCTION OF THE ELEMENT PARTITION TREE

In this section an extension of the hypergraph grammar modeling the h-adaptive finite method (Ślusarczyk & Paszyńska, 2012) is presented. The extensions concern the construction of the element partition tree by means of tree grammar. Each hypergraph grammar production modeling h-adaptation (breaking a finite element) will be followed by corresponding tree grammar production in order to modify element partition tree. In the model, each finite element mesh is represented by means of a hypergraph. The hypergraph will consists of hyperedges representing boundary edges (denoted by \( B \)), shared edges denoted by \( E \), interiors of elements denoted by \( I \) and vertices of a hypergraph which represents nodes of finite elements. The hypergraph corresponding to one element mesh is presented in figure 3. An example of finite element mesh and the corresponding hypergraph are presented in figures 14 and 15.

In this section only the productions for breaking of the elements and edges are presented, because this productions must be followed by the corresponding tree grammar productions for constructions of the element partition trees. After the description of productions two examples of derivation, including generation of the hypergraph representing the finite element mesh as well as the construction of element partition tree are presented. The examples concern one point singularity and one edge singularity.

Figure 5 presents production for breaking an element (breaking the interior of an element). The production can be applied only if the value of the attribute \( h \) is equal to 1. To break an element means to create four new interiors, four new edges and one new node of newly created elements. The corresponding graph will consist of 4 new hyperedges labelled by \( I \), 4 new hyperedges labelled by \( E \) and one new node. The hyperedges labelled by \( I \) have
attribute \(nr\) which denotes the number of the corresponding element. In this production, we use the global numbering of elements. The enumeration starts with 1. The \(a_{nr}\) denotes the last used value. After breaking of the interior some edges should be broken. An edge can be broken if it is a boundary edge denoted by \(B\) and is neighboring to one broken element - see figures 6 and 7. A shared edge denoted by \(E\) can be broken if it is surrounded by two broken interiors (see figure 8).

Our goal is to construct element partition tree during the process of \(h\)-adaptation. Each application of a production which breaks finite element (breaks interior - see figure 5) will be followed by production for tree refining (adding new nodes to the element partition tree) presented in figure 9. In this production, we use the global numbering of elements. The enumeration starts with 1. The \(a_{nr}\) denotes the last used value. In the case of adaptation towards an edge additional production which rebuilt the tree is used. In this case application of the production of rebuilding the tree is necessary in order to create the element partition trees according to the area and neighbors algorithm presented in (Paszyńska et al., 2015). The production is shown in figure 10. The production must be performed before the production for tree refining. Attribute \(h\) of nodes of element partition trees (see figure 10) denotes the kind of adaptation. If attribute \(h\) of an element equals 1, it means that the element should be broken. In the other case \((h=0)\) the element will not be broken. The decisions about making (or not) an adaptation are described in productions for virtual refinement presented in (Ślusarczyk & Paszyńska, 2012).

Figures 11-24 present step by step the mesh, the hypergraph representing it and the corresponding element partition tree for point singularity.
Fig. 11. An exemplary initial mesh.

Fig. 12. A hypergraph representing initial mesh from figure 11.

Fig. 13. Element partition tree constructed for mesh from figure 11.

Fig. 14. The mesh from figure 11 after first refinement.

Fig. 15. The hypergraph for exemplary mesh from figure 14.

Fig. 16. Element partition tree constructed for mesh from figure 14.

Fig. 17. The mesh from figure 11 after second refinement towards the point.

Fig. 18. The hypergraph for exemplary mesh from figure 17.
Fig. 19. Element partition tree constructed for mesh from figure 17.

Fig. 20. The mesh from figure 11 after third refinement towards the point.

Fig. 21. The hypergraph for exemplary mesh from figure 20.

Fig. 22. Element partition tree constructed for mesh from figure 20.

Fig. 23. The mesh from figure 11 after fourth refinement towards the point.

Fig. 24. Element partition tree constructed for mesh from figure 23.
Figures 25-41 presents step by step the mesh and the corresponding element partition tree for edge singularity. For clarity of the figures values of attribute $nr$ are omitted in some hypergraphs. Figures 25-28 are similar as for the case of one point singularity. Figure 28 represents element partition tree after applying the production for adding new nodes into the element partition tree. Because the attribute $h$ for two nodes is equal to 1, the production for rebuilding the tree must be performed in order to make this two nodes sons of the same node. The tree from figure 28 after application of production for rebuilding the tree is presented in figure 29. Similar situation is presented in figure 34.

Fig. 25. An exemplary initial mesh.

Fig. 26. Element partition tree constructed for mesh from figure 25.

Fig. 27. The mesh from figure 25 after first refinement.

Fig. 28. Element partition tree constructed for mesh from figure 27.

Fig. 29. Element partition tree from figure 28 after applying of production of rebuilding the tree from figure 10.

Fig. 30. The mesh from figure 25 after second refinement towards the edge.

Fig. 31. Element partition tree constructed for mesh from figure 30.
Fig. 32. The mesh from figure 25 after third refinement towards the edge.

Fig. 33. Element partition tree constructed for mesh from figure 32.

Fig. 34. Element partition tree from figure 33 after application of the production of rebuilding the tree (twice).

Fig. 35. The mesh from figure 11 after fourth refinement towards the edge.

Fig. 36. Element partition tree constructed for mesh from figure 35.

Fig. 37. The mesh from figure 25 after fifth refinement towards the edge.

Fig. 38. Element partition tree constructed for mesh from figure 37.

Fig. 39. The mesh from figure 25 after sixth refinement towards the edge.
4. TOOL FOR IMPLEMENTING GRAPH AND TREE GRAMMAR PRODUCTIONS

Many different tools for graph rewriting are available from both commercial and scientific area. The most popular are PROGRES (PROgrammed Graph REwriting Systems) or GROOVE (Graphs for Object-Oriented Verification). The motivation for work on GraphTool - a new tool for graphs - was to propose an unified environment that offers the possibility not only to create a structure of graphs with semantic layers, but to generate new graphs in an automatic manner as well.

The application is implemented to support modeling by means of graph. The functional areas that are addressed by the tool cover support for building different types of graphs and rewriting them using transformation rules. GraphTool offers graph micromodeling using composite graphs (Ryszka et al., 2015) and graphs with layers (Palacz et al., 2015).

Next available version of GraphTool focuses on the support for attributed hypergraphs. The user can model such objects by means of hyperedges and vertexes. A graph transformation rule called a production can be created for these graphs as well. To leverage the process of defining embedding transformation for the production attributes and template attributes are used.

Further improvement implemented in the GraphTool covers the process of graph derivation. It has been enhanced by the possibility of automatic generating of an element partition tree. Using predefined hyperedges labels and operations on attributes during the graph rewriting process the corresponding graph is modeled presenting the main graph transformations.

Regarding implementation details GraphTool is an application developed using Java SDK 7.0 environment. It is implemented as a plugin for Eclipse. However, it can be shipped as a stand-alone application (Eclipse Rich Client Application) for Windows or Linux platform as well. The tool uses open source libraries for Eclipse such as Graphical Editing Framework (GEF 2016) for visualization layer. For modeling an elimination tree was used a Zest library (ZEST 2016) that is the Eclipse Visualization Toolkit - a set of visualization components built for Eclipse. Its main advantage is predefined layout package supporting tree or radial layout algorithm. The Java Universal Network/Graph Framework (JUNG, 2016) defines the base for modeling the structure graph elements in the application. Although the library offers support for hypergraphs, some extensions were needed in order to follow designed graph transformations (e.g., support for template attributes.)

5. NUMERICAL RESULTS

We have sent the element partition tree through the format required by the GALOIS multi-frontal solver, and executed the multi-thread GALOIS solver on the trees, and compared with parallel MUMPS solver working with ordering provided by nested-dissection algorithm implemented in METIS library (METIS). We focus on two dimensional grid with edge singularity, as presented in figure 40, and solve 2D Laplace equations with finite element method. But the equation solved is not important here, since scalability of the solver will be identical for any scalar valued 2D elliptic PDE. In our numerical experiments we increase the mesh size by performing additional refinements.
In this section we present the detailed comparison of the execution time, efficiency and speedup for the implementation of our graph grammar solver (Paszyńska et al., 2015) with GALOIS scheduler (Pingali et al., 2011), for two dimensional grids with edge singularities.

From the comparison presented in figures 42-45 for the edge singularity we can read that our sequential GALOIS solver has faster execution time than sequential MUMPS solver. MUMPS solver utilizes Cholesky factorization (the problem is symmetric and positive definite) and our solver utilizes LU factorization, so our implementation of factorization routines is actually two times slower than in MUMPS case. Our GALOIS solver is a pure C code and it has been compiled with gcc-4.8.0. The MUMPS solver has been compiled with gfortran-4.8.0 and linked to metis-4.0.3, atlas-3.10.1, LAPACK-3.4.2, ScaLAPACK-2.0.2.

We also compare in figure 46 the number of FLOPS of the ordering resulting from our graph grammar approach, and the one provided by MUMPS solver. The number of operations performed by our solver with the trees generated by graph grammar is lower than the number of operations performed by the MUMPS solver with nested-dissections orderings.

Our GALOIS based solver has also better parallel efficiency and speedup than MUMPS solver, for grid with edge singularity. Tests have been performed on a single node of ATARI linux cluster with 8 cores Intel(R) Xeon(R) CPU, with 2.4 GHz,
total 16 GB RAM. However MUMPS solver uses MPI as the communication mechanism, and the GALOIS is using its own mechanism for multi-thread communication.

6. CONCLUSIONS AND FUTURE WORK

In this paper we have proposed a graph grammar for generation of the element partition trees for

Fig. 44. Speedup of GALOIS solver for edge singularity for 1, 2, 4, 8 cores

Fig. 45. Speedup of MUMPS solver for edge singularity for 1, 2, 4, 8 cores

Fig. 46. Comparison of number of FLOPS
adaptive grids, at the same time as the mesh adaptation. The element partition tree controls the execution of the multi-frontal solver algorithm. The obtained element partition trees have been interfaced with GALOIS multi-frontal solver. The scalability of the resulting multi-thread multi-frontal direct solver was tested by a sequence of numerical experiments. We show that GALOIS based solver with provided element partition trees outperforms the MUMPS solver on the example of edge singularity. This is because we have a better element partition tree resulting from graph grammar analysis as well as better scheduler for shared memory parallel machine.
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